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Mathematical notations and terminology 

Some notations used in this course are adapted from the notations of the Stanford CS230 course. 

Reference: https://cs230.stanford.edu/files/Notation.pdf 

General notations: 

(𝑖) Example number. 

𝑚 The number of examples in the dataset. 

𝑛𝑥 Number of features or input samples (input size). 

𝑛𝑦 Number of classes (output size). 

𝑋 ∈ ℝ𝑛𝑥×𝑚 Input matrix i.e. matrix with input features 𝑛𝑥 for all examples 𝑚.1 

𝑥(𝑖) ∈ ℝ𝑛𝑥 Column vector of the 𝑖𝑡ℎ example. 

𝑥𝑗
(𝑖)

 Scalar value of the 𝑗𝑡ℎ feature for example 𝑖𝑡ℎ. 

𝑌 ∈ ℝ𝑛𝑦×𝑚 Target matrix i.e. matrix with targets 𝑛𝑦 for all examples 𝑚. 

𝑦(𝑖) ∈ ℝ𝑛𝑦 Target label for the 𝑖𝑡ℎ example. 

𝑦̂(𝑖) ∈ ℝ𝑛𝑦 The predicted output vector from the classifier. 

𝑦 ∈ ℝ𝑚 A vector of scalar targets for all examples 𝑚. 

ℎ The hypothesis function. 

𝑓 Target function i.e. the function we aim to learn. 

ℎ̂ The estimated target function using the hypothesis function ℎ. 

𝐽 Cost function i.e. cost function for all 𝑚 examples.2 

𝐸 Error i.e. for a single example. 

𝒩(𝜇, 𝜎) Normal distribution with mean 𝜇 and standard deviation 𝜎. 

𝑤 ∈ ℝ𝑛𝑥 Weights vector in linear and logistic regression. 

 

  

                                                
1 With exception of the lecture on linear regression the 𝑋 ∈ ℝ𝑚×𝑛𝑥. 
2 The function that we aim to minimize or maximize is called the objective function. As we are minimizing it is often 
called equivalently the cost function, loss function, or error function. The term “cost function” usually refers to an 
optimization problem and “loss function” usually refers to parameter estimation. 
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Notations specific for Neural Networks: 

Hyperparameters in NN: 

𝛼 Learning rate. 

𝛽 Momentum 

𝑝 Mini batch size 

𝐾 Number of iterations for gradient descent. 

𝑛ℎ
[𝑙]

 Number of hidden units of the 𝑙𝑡ℎ layer. 

𝐿 Number of layers in a neural network. 

𝑔[𝑙] Activation function for layer 𝑙. 

𝑘 Learning rate decay 

 Features scaling method 

 Other model specific hyperparameters (e.g. convolution kernel width in CNN.) 

 

NN variables: 

𝑊 [𝑙] ∈ ℝ𝑛ℎ
[𝑙]
×𝑛ℎ

[𝑙−1]

 Weight matrix for layer 𝑙. 

𝑤𝑗
[𝑙]
∈ ℝ𝑛ℎ

[𝑙]

 Weight vector for 𝑗𝑡ℎ activation at layer 𝑙. 

𝑤𝑗𝑘
[𝑙]
∈ ℝ 𝑘𝑡ℎ weight coefficient for 𝑗𝑡ℎ activation at layer 𝑙 i.e. element of 𝑊[𝑙] at (𝑗, 𝑘) 

𝑏[𝑙] ∈ ℝ𝑛ℎ
[𝑙]

 Bias vector at layer 𝑙. 

𝑏𝑗
[𝑙]
∈ ℝ 𝑗𝑡ℎ bias activation at layer 𝑙. 

𝑎[𝑙] ∈ ℝ𝑛ℎ
[𝑙]

 Activation vector at layer 𝑙. 

𝑎𝑗
[𝑙]
∈ ℝ 𝑗𝑡ℎ activation at layer 𝑙. 

 

Terminology 

Example Refers to a set of features describing an observation. 

Target The label we are aiming to learn to predict. 

Hypothesis class A space of possible hypotheses for mapping inputs to outputs. 

Hypothesis function An instance of the hypothesis class that maps inputs to outputs. 

 

Acronyms 

SGD Stochastic gradient descent. 

BGD Batch gradient descent. 
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